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= BEER
Stony Brook University 2018.09 - 2026.05
Computer Science &=+ Stony Brook, NY, USA

e &Ifi: Dimitris Samaras
« FREM: HENAR. BRER. BRISHEK. Mamba, GPUBE. SHSRE. BKEY
e GPA: 4.0/100

PRI &R 2015.09 - 2018.06
TENRESEE Wt b=

o SIf: FMEME. MR
s HREME: EMEEFEE
* GPA:3.73/4.0

WWERKE 2010.09 - 2015.06
HBEIBZSER  XH Wz
e GPA:90.27/100

i TIEZmH

Insitro 2025.06 — 2025.08
Science and Machine Learning Intern South San Francisco, CA, USA

s BRTHBERSHEHNNMGBIEIANA (treatment text ) Z[AAICLIPRITFIIA; IBHE T —FESMixupshg
B “ZX—" CLIPTZ%, LM T BKEBGESNAHRNSHIFF, BESREATEEMEE,

s N BEEKIELE T —MEEXL X (Channel-Agnostic) WBFEDMNE, ZHEEMRELEES
HISOTAIREL 7%, EITEHEERERH T 3E.

& MB&MH
ChannelSFormer: ¥ ZiEiE 4 i E % A9181E T X B Transformer) £% 2024.09 - 2026.01

e HIWZBEEGRE—MBELXNIENNG, BIBEEANEBEIENNGBRBEABELESTHHE
ERN, EERATRENEERESTNEE.

o RET—MBEZXRZISH (Channel Class Token ) #li#l, iHR 7 XN EEBEE# A ( Channel Embedding ) BY
K, FREEEETEERARNENMABE, RAMIER T LRNAPRIEERIEE.

LBMamba: F&BW E@Mambatssy 2024.12 - 2025.05

o IR T —H XA BN @ TN FIAIMambaZe iy EIE 4 =N ( LR WE ) EEMRECUDAEF. %8
F LY REIEMambafIFLOPSIEIN27% , {BiEEXIE2%.

s ZEFIIRMZEE, RMNNUEREBENFT—IXAMEE, HLREED ZXIW T BEFIIBE-FHLENE,

2DMamba: AFEREFHNSHRSSEER 2024.06 — 2024.11

e RET M THEFRMKETBEELEN, ZENERAMTHER, MEFRLTEERFA—HFS, N
BT —HSEEXENESK.

o IR T —FMETERIME 4RI — A FE I ECUDAR F, RARSKRITHNEENS, B—HEMambatyFH 1714
TR,

s BEREFNX/EFLITESURBRBGRSE/SEES L, RIETHRNNAEERTSOTAL ZRER M.

HARARFREZNEYIFERNBEEES 2023.09 - 2024.05
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o SUFTMEMBIRE T PSSR RAAISSLAESS : FIAEIMEMLE (GNN) BERRFESSHINBERXSFT, KM TX
HAMKBEPEREVRENRERR

e 7£ TCGA 1 BRIGHT F#{E& LIER T 2GNNIEER) "ER-B” MeBTE T ESPESNTERE—
W& %o

[ [ £ F B B FiE X 53 8 fYSegment Anythingt& B 2023.05 - 2023.08

o 2 TSAM-Patht& 8!, EIISIAFIIZRAIERIRZ, ESegment Anything ModelBET51& N IR 2 RITE X 13
2ES.

o BURMA—MREZEMER, #—FSRATSAMEREZESPRIER M

s BUEAHFEHMIEE FMWAEXLN, A TSAM-PathEXZALHARTHERT, EHFREZ P
TIEXDEINER .

&g prompt@ I LR 2 R % S 2023.01 - 2023.04

e BT Prompt-MIL, — AT IHEREZHWSIHERFEZS ROIZIMILESR.

* AMILS|INT —FfhpromptiiHlEl, BIME—NBLSH, BESBEMRENT B EEHEF.

o E=AWSIHIEE L##177 KEXLW, R TPrompt-MILERFEAMILE ZEEESNERE. SERED
ESHHBALIERL, FOINGEEER. BREEETECGPURE.

BRuEREMREENILES 2022.08 - 2022.12

e RET—METHEMMENTENG, URANFHRIEZFEERNESIXLEIKR
o MALIERERESEEREH LA EERRTRIXE.
o EM M TNGHIEEM=1"TiEUEE LRISLINRE, FRDEAEEXDEMIA D EESFEEMEM.

ERRBEEFINHIZBEBRETOE 2021.09 - 2022.03

e RET—1THATTIZBEEGOERNBHREFEIER, BURBNEL S NERAF A—LHGERHATH
EBRACKINE ML

o SINT ARSI ER R, UER)IGEEFROMIFENRE, BHEERA T1%EI3%.

o TMT BEMUENE, WERFRLER7ENE, HAESKRIRIIGSIERL, (XRFEE20%HSGPUREF.

HEFFRE5HAERNESTEDIESR 2020.09 - 2021.04

o BT —MEEIEE S MiF(attention sampling)sk B, LI T EEEMSEREFNKREMMA, NTTSRLE
HEREXREF=UHFHFTTH (WS).

s MET —EiRIIGER, MATRENEBELTXERTEH-FRFRL,HE, BESESHWRXBRIEEE
RISHITEF S

s ERNMRIBHUIRE LI TZHZNB MM, ERIF SOTA HEENER, BT R EENBMNERERE,
EERETIHEFHE.
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[1] Zhang Jingwei, et al. “ChannelSFormer: A Channel Agnostic Vision Transformer for Multi-Channel Cell
Painting Images,” (Acceptted to Imagemics@NeurlPS 2025, ready to submit to ICML)

[2] Zhang Jingwei, et al. “LBMamba: Locally Bi-directional Mamba,”, Transactions on Machine Learning
Research (TMLR), 2025

[3] Han Xi, Zhang Jingwei, et al. “GeoMaNO: Geometric Mamba Neural Operator for Partial Differential Equa-
tions,” (co-first author, ready to resubmit)

[4] Zhang Jingwei, et al. “2DMamba: Efficient State Space Model for Image Representation with Applications
on Giga-Pixel Whole Slide Image Classification,” CVPR, 2025, 3583-3592.

[5] Kapse Saarthak, Pati Pushpak, Das Srijan, Zhang Jingwei, et al. “SI-MIL: Taming Deep MIL for Self-
Interpretability in Gigapixel Histopathology,” CVPR, 2024.

IR




[6] Miao Qiaomu, Graikos Alexandros, Zhang Jingwei, et al. “Diffusion-Refined VQA Annotations for Semi-
Supervised Gaze Following,” ECCV, 2024.
[7] Shizhan, Zhang Jingwei, et al. “Integrative Graph-Transformer Framework for Histopathology Whole Slide
Image Representation and Classification, “ MICCAI, 2024, 341-350
[8] Kapse Saarthak, Das Srijan, Zhang Jingwei, et al. “Attention De-sparsification Matters: Inducing diversity
in digital pathology representation learning,” Medical Image Analysis, 2024
[9] Zhang Jingwei, et al. “Prompt-MIL: Boosting Multi-instance Learning Schemes via Task-Specific Prompt
Tuning,” MICCAI, 2023, 624-634. (Oral)
[10] Zhang Jingwei, et al. “SAM-Path: A Segment Anything Model for Semantic Segmentation in Digital Pathol-
ogy,” MICCAI Workshops, 2023, 161-170. (Oral)
[11] Zhang Jingwei, et al. “Precise Location Matching Improves Dense Contrastive Learning in Digital Pathol-
ogy,” IPMI, 2023, 783-794.
[12] Zhang Jingwei, et al. “Gigapixel Whole-Slide Images Classification Using Locally Supervised Learning,”
MICCAI, 2022, 192-201. (Oral)
[13] Zhang Jingwei, et al. “A Joint Spatial and Magnification Based Attention Framework for Large Scale
Histopathology Classification,” CVMI at CVPR, 2021, 3776-3784. (Oral, Best paper award)
[14] Wang Hui, Zhang Jingwei, et al., “ Identification of Glycan Branching Patterns Using Multistage Mass
Spectrometry with Spectra Tree Analysis,” Computational Journal of Proteomics, 2020, 217: 103649.
[15] Ju Fusong, Zhang Jingwei, et al., “A De-novo Approach to Identify Glycan Branching Patterns by Multi-
stage Mass Spectrometry,” Computational Biology and Chemistry, 2019, 80: 217-224.

O RKRES5EF

U.S. Patent No. 63/912,208 (related to ChannelSFormer, in application) 2025.11
Best Paper Award, in CVMI 2021 at CVPR 2021 2021.06
Best Poster Award, in CCF Bioinformatics Conference 2016 2016.11
2011 ACM-ICPCYF i X 12§ 2= 4 i 2011.11
WWAARZ=FFEERFESE 2011 -2015

o LAl RE
e ‘HmiE1BS: Python, Pytorch, Java, C/C++, MATLAB
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